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ABSTRACT

This paper propoges a general model forlinformaﬁion storage
and retrieval, IS &R, systems. 1In the model an IS&R system isg
visuslired ag distinct levels of functional compahents where
each level looks upon the totality of sl) lower levels as &8
black box which eccepts inputs and returns outpurs. The system
is selected from the set of all avallsble IS &R components.

These components define the system's users and data sources;
the hardware, software,,and personnel performing the actual
storege and retrievel activities; and the funder who acts aa a
filter in the sealection of the other componente comprising

the system. The outermost level, the ectosystem, includes the
funder, the user groups, and the data sources. All other
levels belong to the endosgystem.

Each level within the endosystem consists functicnally of
processing components and storage components. It is propozed that
a meagsure of the enGosystem performance, as & function of the vime
toc complete a requested service, cen be obtained by specifying the
characterigiics of these functional components for & specific
hardware/software configuration ead the characteristics of the
user groups.

Finally, the selection process for all system components ig re-

1ated to the performance of the endosystem, and to the cost for this

level of performance asg & function of the ectosystem..
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relevance, and recall. Discussions of cost and time are difficuit to fin

Paremeters for Evaluation of Information Systems

In all the literature on information retrieval systems, there is onc
distinct gap. While many writers discuss the evaluation of such systems, in
virtualiy all instances, "evaluation” refers to such concepts as preclsion,

3.1,2

In hopes of filling this gap to & small extent, we present & model of
an information system which is‘designcd to bring out the problems of coct and
time, and to facilitate evaluetion of a system from this economic aspect. The
model which we develop is, in fact, suited to slwmost an& computer-based informe-
tion processing system, whether it is doing retrieval work or scientific detea
reduction. The particular application of the system is buried in.ﬁhe center
of it, within a gervice module.

It is convenient to divide the universe into three pieces: the .
endosystem ~ +the combination of computer and communication equipment, programing
support, and personnel necessary to accomplish the.glven storage and retrievaltask;
ectosystem -~ +that portion of the universe which directly affects the endosystem,
including users, data, sources and financisl support; and the environment - every-
+hing else.

Fér our purposes, the endosystem must

1) store and meintain data suitable for retrieval by computer,

2) provide a set of services to users inquiring about the stored

data or about the services theﬁselvea, end
3) establish and maintain interfaces between the endoaystem,

the user group, and the date sources.
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8 =~ the set of services provided, u - the set of user groups in the
ectosystem, and d ~ the set of data sources. Note tha.t;. the variable P

_ pertains to the endosystem, while the parsmeters &, u, and d govern the
ectosystem. |

With the design level properly defined, the system designer should
(in theory) be able to determine from the fundel; his willingness W to fund
a 'system operating at any given design level. Presumably the function
W(D) 4is monotoné increasing up to some absolute maximum (Fig. 2).

The filtering action of the funder is a result of the interaction
between his willingneés curve and the cost of endosystems which will meat the
various deaign levels. For the endosystem the optimal cost curve Qo(_l_D_)
will also be monotone increasing, c;r-ossing and recréssing the curve W(D)
until finally‘ the cost exceeds the absolute makimum of W. The curve
C_(D) will probably not be as smooth as W(D), but will include discrete
Junps where new pieces of hardware (or software) must be added to increase the ‘
design level (Fig. 3). The funder's filter then passes any design level for
which Co # W, s&and rejects any design leve;?, for which Co >w.

In practice, the optimal cost curve changes with time, as new hardware'
and software are developed. At any glven time, this curve must be approximated
by studying the costs and capabilities of existing systems. Given a design
level D, choose an endosystem £ which will meet the design level. If the coset

Cg(D)> W(D), the system is infeasible at that design level. However, it may

be possible to operate the endosystem at  higher design levels, D! th;ough D", where
cs"ﬂv)s W(D") . (Bee Fig. lia) Similarly it’z,.,'géiﬁip'pother system S, %((m)) EW(D) at the
original design level D, then
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™ the endosyaten S' is fesasible at the initial deslgn level.' Ageln in this case,
. one can determine the range of design levels D' through DY, baéh higher and lower then 4h

initisl level, for which the endosystem is feagible (Fig. kb).

Thus eaéh specific endosystem studied heips to define the feasible

ranges of design level. Carried to its limit, this proéesé defines the Bptimal

cost curve, and hence the design levels which the funder is willing to support,

given the constraints of available hardware, software, and personnel. (Fig. 4c).

In gractice, the optimel cost curve is rarely found because of the time and

effort involved.

The uger. The user set is thought of as a collection of user types rather
than the numbér of persons who will actually use the 8system. That is, at this
nbege the variety of users rather than the volume is of prime lmportance. The
deslgn of the endosystem must conform reaspnably well to the characteristics
nf the user get 1f the entire system is to function efficiently.
The user characteristics will influence the sgrviées required of the
system, most noticably in the types of services provided, the frequency of
use of the gystem, and the degree of user /endosystem interaction demanded.
Similarly the user set will influence the data store, not only in the
type and volume of date stored, but alsc in the indexing &cheme used for the
dntea, aﬁd the system effort required to inform the user of this indexing scheme.
As far as‘the user is concerned, the form of the data store is irrelevant,
although from the endosystem's viewpoint, the type and volﬁme of deta, and
the indexing scheme are all related to the hardware and software of the date
store. -Thus, the user exerts a direct influence on the ectostore of data,

andzé more indirect influence on the endostore.




In addition, the user strongly influences the performance of the syste

through his satisfaction or dissatisfaction with the services provided, the

time lapse between query initiation and informatioﬁ receipt, and the cost.
This influence, perhaps more than the others, is felt indirectly through the
funder, since the funder's willingness to pay for a system is often dependent
on the users® acceptance of the system.

The indirect influence of the user set will be felt not only through
the funder, but also through the data sources. The users' interests will
to a large extent dictate those data sources which are included in the
ectosystem. Further, it.is reasonable to assume that the user will modify
and extend these sources through his use of infcrmation from the endosystem.

The Data Sources. The operation of the endosystem is influenced by three

-

characteristics of the data sources: the volume, the difference beiween the

external and internal representation of the déta (its ectoform and endoform),

and the immediacy of the data source.

The volume of data clearly affects both the storage requirements and
the processing time in the endosystem. These two factors are also affected
by the data formats. Data sources which provide strictly formatted data
demand little processing time, provided that the format is one which the
endosystem uses. Similarly, unformatted data will demand little processing
time upon entry to the endosystem if the system is designed to make use of
such dafa. Howgver, it will often require more storage; and more processing
at the fetrieval stagé than will formatted data. Finally, data sources which
provide unformatted data to an endosystem Which uses formntted data demand a
considerable amount of system time for daté canvérsion, and often some temporary

storage during the conversion process,

11
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These remarks on the effect of date format should also be considered ag applying to

the process of indexing and analyzing data. Such & process may be thought of

- aB creating a formatted dsta record to be appeﬁded o the given (formatted

-or unformatted) data.

Data sources may bé classified broadly into three types, depending
on their immediacy: the batch stream, the on-line stream, and the resl-time
strean. Fach of these streams have characteristics which cause varying
degrees of interference between the system services prdvided for the uager
set and the data collection functions associated with data stream processing.
In the batch stream, deta collection and presentation is periodic.
Updating of the information store involves the alieration of a relatively large
volume of data, and may be a rather complex process. This typically happens
in & document retrieval system. New documents are‘added (or 014 ones modified)

on a daily, weekly, or monthly basis; and the addition of a new document may

‘require a rather lengthy content analysis. Such a data stream has low

immediacy, and hence a low priority among the‘various cldiments for service.
Hewever, once initiated, updating consumes essentially all of the system
capebility until it ie completed. |

At the other end of the spectrum, the real-time data stream has
absolute'immediacy. Found typically in monitoring systeme (e.g., for industrial
processes or hospital patients), the real-time stream consists of data which
must be processed immediately or lost forever. The immediate processing
which is required may be quite triviel and hence not cause much interruption
in‘the other work of the endosystem. Nevertheless, it taskes priority over

every other function, and hence materially affects the system performance.

12
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Intermediate between these two types of data streams is the on-line
stream found, for example, in banking and reservation systems. In this
situation, the entry and updating of data is treated on a par with the user
services, and generally occurs thoroughly intermixed with the other system
functions. For such an input stream the acquisition and updating of the data
can be delayed while another system service is being performed. However,
the delay is short when compared to the time lapses involved in processing the
batch data streams.

The performance of the endosystem is dependent on the software and
hardware effort required to process the data stream, and on the interference
of fhis stream with the other system functions. In the batch stream this
interference is minimal since data entry and updating can be scheduled during
periods of light user loads. However, the delay in updating date will cause
some deterioration in the quality of the system output, which must be taken
into account in measuring the performance. For the real-time data stream,
the effect on performance is quite different. Accurate up-to-the-minute
data enhance the quality of the system output, but at the cost of repeated
interruptions of the user functions.

Finally, the actual cost of data entry and updating will depend also
on the processing which is necessary to put the data into useable form. As
discussed above, if the processing involves much formatting or data analysis,
this cost can pewgqite high; while if the data enters the endosystem in a form
which is directly useable, the cost is a minor factor in the overall evaluation

of the systen.

13
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The Endosystem. We have discussed the funder, the user set, and the dmta

gources - the componente of the ectosystem which affect the performance of

.ﬁhe endogyztem. GBince these sre elements or the ectosystem, they are not
totally under the control of the system designer, who must generally accept
asmumed values for these eléments, and work within the constrsints thus imposed.

The endosystem, however, is under control of the designer. The varioua
paremeters associated with the hardware, such as cost, timing, capacity, and
envirormental demands, are well known and must be considered in any gystem
dezign. To & lesser extent, similar parameters are known for the poftware and
for the operating personnel. The designer must estimate these to the best
of his ability, and deaign the endosystem accordingly. This is simpler for an
information retrieval system than for a general multiprogramming sysiem since a
fixeﬁ, well-defined group of programs will be run.

From the outside, the endosystem can be wiewed asz a black box accepting
inputs generated by the user set and by the data gources, and returning services
to the user. The time interval required to provide the services desired of
the aystem is a function of the componente contsined within the black box.
Performance and cost of the eystem are Aetermined lergely by +the components
selected. By studylng the interaction of £heae components under a variety of
assumed activity loadings forithe system, the designer can estimate the
cupubilitiel of' the endolystén. Further information about the endosystem can
be obtained by varying the components within it and observing the changes in
anticipated performance.

14
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The model which we propose for the endosystem has three classes of
components: processors, which carry out the functions of the system;
task- storage, which is transient and fractionated; and data storage (Fig. 5).
Although the task storage may thke a number of different forms, we shall refer
to them all as gueues, and assume that in general there «re two task queues
associated with each processor - the queue of tasks waiting tc be worked
on, and queue of tasks being processed but currently in suspension for some
reason. It is assumed that each phase of processing takes a fixed time, and
that all time delays are accounted for within the various queues.

It is also assumed that a supervisor operating within the central
processing facilities exists. Its functions include the maintenance of
ccrmunication between the processing modules, and the resolution of conflicts
between the processors when two or more of them are contending for a particular
hardware resource. This supervisor, which is transparent to the user, may be
considered as part-of the hardware, although some consideration must be given
to the overhead penalties incurred ﬁith different supervisors.

For the analysis of the endosystem, the model is examined layer-by-
layer, at each stage taking into account all interactions between the module
currently under examination and those modules previously examined, but considering
the unexamined inner layers as a black box. Time and volume distributions
are assumed for the inner layers, and the reaction of the portion of the system

under investigation is observed.

15
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Thus, as the first stage in an analysis we consider only the terminals,
the I/O processors and their associated queues (Fig. 6). These processors
interface between the user and the data source on one side, and the remainder
of the endosystem on the other. Thus they must handle activity originating
on either side and flowing to the other side.

In the figure, a distinction is made between the processors for local
and remote I/O devices. By definition, a remote device is one which requires
a modem for attachment to the central processing facilities. The problems
of recognizing valid transmission of data to and from a terminal device are
more acute with such devices than with the local devices. Hence, it can be
agsumed that two different types of processing will be necessary. (These may,
of course, split into different subtypes.)

Associated with the I/O processors and with the terminals are the
usual queues. For activity into the endosystem, the basic input queue is at
‘the interface with the ectosystem - wusers waiting for a terminal, cards
waiting for batch processing, etc. In Figure 6 activity across the interface
AA' must be established. This activity is of two types:

1) activity originated by the user and data sources

2) activity originated by the system.

The first type of activity, when user originated, is a request for a service
by the endosysteﬁ, designated as a RFS. The user may also, once a service
requeét is established within the system, be required to supply additional
information before the service can be completed. The other source of input

to the endosystem is data for the system’s information store. As mentioned
previously, the requirements for processing this type of input are dependent on
the character of the input stream, i.e. batch, on-line, or real-time.

Q

IToxt Provided by ERI

17
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The endosystem output must also be considered. It is generally of two
tyres, either the output from the service raquested, or a request by the
endosystem for additional information.

In order to evaluate endosystem performance, the input and output
activities must be specified. On input these specification§ are for the arrival
of the user or the data source information at the terminal, not at the central
processing facilities. The information concerning the inputs must include for
each terminal the distribution of activity with time, the distribution of
service type requested, and the distribution of the message size for the
inputs.

Whereas the inputs éan be described in terms of their arrival rates at
the ecto-~endosystem interface, outputs must be handled in a sliéhtly different
manner. For a given request for service, the arrival of the corresponding
results depends on the overall performance of the eﬁdosystem. This performance
on the otker hand is a function of the hardware/software equipment comprising
the endosystem and the characteristics of the input stream. What can be
described for the qutputs is the quantity of output for each RFS processed.

. The description needs to include distributions for the number of units of
output and for the length of the units.

Specifying the input/output activity does not enable one to determine
the traffic rate within the endosystem. o«(See AA' in Figure 6) The
flow rate across the interface is dependent on the components and performance
of the unanalyzed part of the system. If the communication characteristics
are known for the terminals and the connecting linés, and if the capabilities

of the I/0 handlers is specified, then an upper bound on the input actisity

13
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flow rate can be determined as a function of these hardware/software components.
Similarly, if one assumes no interaction between the input and output activity
at th= interface, i.e., parallel communication with the terminal device

thus allowing simultaneous transpfission in both directions, then an upper

bound on the output flow ratelcan be determiqed. As with the inputs, this
upper bound is a function of the hardware/software components used for the
handling of I/0.

The basic functions of the I/O handlers are to accept input from a
terminal device and to send messagzs to a terminal. On input, its fﬁnctions
include the recognition that data is available for transmission, the assembling
of messages from sequential transmitting devices, the recognition that data
has been transmitted erroneously, etec. A secondary function of the input
handler is to place the assembled message onto a queue thus making the message
available for further processing. Thé input handler might also transmit a
primary response to the terminal indicating thet the character stream has been
received (e.g., a fully duplexed system).

The I/O handler on output is responsible for transmission of data to
the terminal devices. It receives its data from output queues which
connect it to the rest of the system, information being placed in the queues
as a result of the processing of the RFS’'s.

Having looked at the I/O handlers as being the processing modules
respongible for communicating with the ectosystem, attention can.now be turned
to those components which process the input data and hence generate the

resultant output from services performed.
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2nd Level Functional Components

The primary function of the components in the second layer is to provide
an interface between the I/O handlers end the modules actually performing
the system services. As cne of the functions of the seccnd layer modules,
tﬁey standardize all information flow between the participating modules and
the service modules. A result of the second level interface is the independence
of all the service modules from each other and from the rest of the endosystem.
They are connected to each other and to the rest of the system via a second
level module to be referred to as Request For Service, RFS, module.

The modules and their positica in the information flow within the
second layer components are shown in Figure 7. These components are briefly
described below:

1l.. User Profile Store - a storage area reserved for user profiles.

The profile indicates what services each user or class of users

may obtain from the system.

2. Suspended RFS Queuz -~ this queue, or store, is a holding area
for service requests which are in a state of suspension due to
the lack of sufficient information to transfer the request to a

service module.

3. Output Message Queue - messages to the user indicating the
status of his request are held in this area until they can be
further processed. The format of the messages is such that it
can(contain the actual message, an address to the actual
data to be transmitted, or the address of a vector of addresses
o _the information in the system(s information store which is to

be transmitted.

21
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Ready RFS Queue - this queue is a holding area for RFS's
which can be further processed. Entries in this area are
essentially of two types, new requests for service and requests

Jjust removed from the Suspended RFS Queue because additional

- information has been received.

Message & Temporary Store - 1is a storage area containing two
types of information. TFirst, preformed messages which are to be
transmitted to the user are resident in this store. Second,

the results of the system services are placed herz. The

service results can be of two types: the actual data, or pointers

to data residing in the information store.

Input Queue-Handler - is the processing module responsible for
mehmfbwﬂmtmi@%qmmswhﬂﬂMthmIm
handler at level 1 to the RFS processor. The major functions
of this module are:

a) prepare new requests for further processing,

‘b) handle suspended RFS's,

¢) provide a path for data from the input

stream required by the service modules.

Output Queue Handler - this processing module creates the
formatted output stream and places it oh the output

gqueues for level 1. The amount of processing effort

required to generate the formatted stream_is dependent on the data

content of the output message from the OutputiMessage Qreue.
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8. The RFS Processor - basically the RFS is the interface between
the service modules and other functional components at level 3
and the rest of the system. This processor is responsible for the
disposition of the RFS once it is received from the Ready RFS
Queue. Additionally, as a result of service by one of the modules,
the RFS Processor creates the messages destined for the output
stream and establishes the status of the RFS after completion

of a service.

In order to visualize the communication between modules within the
level 2 fvnétional components, let Figure 8 be representative of the inter-
module data formats. Assuming these formats; the processing of service
requests within this black box can be described in the following manner.

When a user commences to use the endosystem; he signs on or identifies
himself in some appropriate mahner. At the same time that he signs on, he
could also present to the system information indicating the services which he
desires, and daté required by a service module to provide the desired services.
This data is represented in Figure 8 by format 1 data, i.e., the input to
the Inpuf Queue Handler. Assume that the Input Queue Handler standardizes
the input as a first function in request processing. Once standardization has
been accomplished, this processor must determine whether the incoming message
is supplementary data to a previoﬁs request, or whether it is a new request
for service. A possible method of making this defermipation is by checking
the Suspendea Services Queue to see if this particular user resides there.

If not, a.hsw RFS is created (represented by format 2) by inserting the

user's profile into the service request. Otherwise, the new information

24
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is appended to the existing RFS which has been retrieved from the Suspended
- Services Queue (format 3). In either case the data is placed onto the Ready

RFS Queue thus making it available to the RFS processor. There is the

possibility that a valid user ID cannot be found in the User Profile Store,
due to bad transmission from a terminal, an invalid user, or some other cause.
In this situation, the Input Queue Handler generates an output message and

places it onto the Output Message Queue. The input data may or may not be

-
H
:
i
3

subsequently destroyed.

Once placed on the Ready RFS Queue, the data can be further processed.

WG TY

The RFS Processor obtains new requests from this queue, most likely on a
priority basis. The RFS processor analyzes the RFS and transfers it to the
proper service module if sufficient information is contained in the RFS. If
further information is required before service module selection can be performed
then the RFS is returned to the Input Queue Handler for placing onto the

Suspended Services Queue. Simultaneously, a message is created and placed

T T e e VW 0 B T N TS R AR S e A 5

onto the Output Message Queue for transmittal to the user.

Upon completion of processing by one of the service modules, the RFS

p el e s TN S

is returned to the RFS processor.- Again, the RFS Processor must determine
whether further processing is required and caﬁ be scheduled immediately,
whether more information is needed from the user and hence the RFS returned
to the Suspended Services Queue, or whether the request is to be terminated.

If the RFS must be returned to the Suspended Services Gueue, then the RFS

Processor generates a message to the user indicating what further information
is needed. In fact, the RFS Processor may generate a message for the user

indicating that a service phase has been completed. [Note: the information

.
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for these created messages may have been provided by the service module
having just completed processing on the RFS.]

It may be that all requested services have”been completed. Hence,
a message is generated by the RFS Processor indicating this fact. Also, the
message may contain the output information or a pointer to further information
about the results. It is assumed that the pointer within the results message
refers to data resident on the Message & Temporary Store or to the System's
Information Store proper. Within the request.termination process, the RFS
could be completely destroyed, thus leaving no trace of the service for
accounting purposes and user profile updating, or it could be transferred to
a service module to perform either or both of the above functions, or it
could bevreturned to the Suspended Services Queue for the accounting functions
at some later date.

The Output Queue Handler provides the reverse function of the Input
Queue Handler. That is, it supplies information to the output gueues at level 1
from information generated at level 2 and at level 3. The output stream
creation is triggered by messagés in the Output Messages Queue. These messages
indicate what data must bé placed by the processor into the output gueues
(Figure 8, format 4). Each message may contain the actual information or it
may point to an area in the Message & Temporary Store. If ‘there are a large
number of message types which could be sent to the user, or if they are
lengthy, then it would be reasonable to expect that these user replies could
be stored and only their addresses transmitted via the Output Message records

(i.e., the records received by the Output Queue Handler).
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Secondly, the output of a service module, take the document retrieval
processor as an exemple, could be lengthy. Hence, the service module may pass
the data or a vector of pointers to relevant data directly to the Temporary
Store and indicate where these results are to be found in the RFS returned
after service completion. In these cases, the processing requirements of the
Output Queune Handler are increased by the retrieval functions from Temporary
Stora of the system's Information Store. Iﬁs final function is to format the
output data, including sufficient informetion fox routing purposes, and to
place this information onto the level 1 output gueues, i.e., the remote or the

local output queue.

3rd Layer Functional Components: The Service Modules and the System's

Information Store

At the bottom/layer of the system reside the service modules and ﬁhe
system's information store and index. Figure 9 is a schematic of these modules
and their communication links. The schematic indicates one of the basic
assumptions made at this level, that the service modules do not communicate
directly with each other. Intermoduler activity must first pass through the
RFS Processor. As previously menticned in the description of the level 2
functional components, the infdrmation received from the RFS Processor is the
gservice request. When a service module has processed a request as far as
possible without additional user-supplied data, the RFS is returned t6 level 2
via the RFS Processor. The data supplied to the service module most likely
is not returned (¥igure 8, format 5). The service modules may receive additional
inpﬁts required to‘pgrform the desired services. These inputs are not RFS’'s

but data,and are supplied to the service module either via the Input Queue

e
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Handler, or frcm Temporary Store, or both. In the first case the data is
generally user supplied; in the second, the data has been system generated
as the result of previous service module processing.

Each of the service modules also contains its own queue. In these
holding areas are RFS's which cannot be further processed. The reason for
their suspension is not for lack of user-supplied data, but because a hardware/
software component required to further process the request is presently
unavailable. Examples of these situations are suspension waiting for the
necessary access mechanism, or suspension because the service module is
processing another request. Providing this queueing facility allows for the
existence of a multi-programming enviromment, therefore, the existence of several
partially pfocessed requests within the service module.

The service modules are responsible for updating the RFS to show its
new status after processing. The requested service might not have been completed
at the time the RFS.is returned to the RFS Processor because of insufficient
user-supplied data. This situation would be indicated in the RFS, and the
request would be placed onto the Suspended Services Queue by the Input Queue
Processor via the RFS Processor. |

If the system personnel <an be considered as a special user class, then
the services provided by the system can be considered to include both the
external user-oriented services and the internal user-oriented services. An
example of the first service type'is Inforﬁation Retrieval. The services directed
towards evaluation of the system and maintenance of the system's information
store and index are examples of services oriented to the internal users.

It is not implied by this classification of services that one type

30
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of service should be excluded from use by the other class of users. Some
of the envisioned services provided by the system are
Services oriented towards the external user:
1. Information Retrieval,
2. Content analysis of queries,
3. Instructions on how to use the systemn,

k. Information on available services.

Services oriented toward the internal user:
1. Information Storage,
2. Content analysis of documental information,
5. Management of the endosystem's information stores,

k. Endosystem performance evaluation and accounting.

The primary endosystem services are assumed to be Information Storage
and Retrieval. Figure 10 depicts the inter-component flow to and from the
Retrieval service module. Shown also in Figure 10 are the level 2 functional
components that interact.directly with this service module. Let the retrieval
process consist of three distinct activities:

1. Content analysis of a user query - resulting in
the query vector,

2. Content analysis of documental information -
resulting in a document vector (or index record),

3. The retrieval process - generating a response vector

indicating the relevance of each document in the
information store to the query.
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The content analysis function for both documents and queries may be performed
by this service module if it is essentially the.same process for both types
éf data- It is not always true content analysis is the same process for
both documents and queries. The ectosystem may be composed in a manner
such that documental information is highly structured and queries very
unstructured or vice versa. In such cases, the content analysis could be
done by éeparate modules, one for each type of input. For discussion purposes,
as;pme that other than expected differences in length between a query and a
doéument,wthe major difference betweeri these two inputs occurs in their disposition
after processing. In the case of a query, the resulting query vector is used
aé input to thé retrieval process. With the document, the document vector
aﬁd possibly the input is retained by the system in Temporary Store, this data
becoming the input to another service module, e:g., the Store Update Service
module.

Depending on the design philosophy underlying the services, the query
vector may be immediately used, or it may be sent to Temporary Store and
the BFS to the suspended Services Quéue at level 2. One reasoh'for
suspension of the request could be user verification of the suitability of
the analysis resuits with respect to his desires. The RFS is retrieved from
the Suspended Services Queue when the user responds, and is again directed
to the appropriate service module. [When the RFS is returned to the RFS
Processor, the processor (RFS) signals the Output Queue Handler that output

is required by creating and placing a message in the Output Message Queue. ]
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As with query analysis, document analysis ﬁay require supplemental
user actiog before it can be completed. There is also the possibility that
a single RFS may call for analyzing more than one document. In this case the
input stream to the Retrieval module, other than the RFS, ﬁéuld come directly
from the Input Queue Handler. Processed documents and the resultant document
vectors are_placed in Temporary Store. A possibility arises that when the
processing for a particular document is completed user intervention is required,
hence the RFS needs be returned to the Suspended Services Queue. When no
user intervention is required, the data used by the Retrieval module and the
output from the processing still is placed in Temporary Store and the RFS
returned to the RFS Processor.

There are several variations of the content analysis processing for
queues and documents. A simple one is that of Selective Dissemination of
Information (SDI). In this case a complete set of queries (profiles of users
interests) are passed agaihst new docwments and possibiy the whole information
store if the user would so desire. Additionally, the profiles must be stored
in the information store.

The third activity of the Retrieval module is the retrieval process
itself. It is assumed that the output of this processing is a vector indicating
the relevancy of all the documents in the store to the query. This vector is

called the response vector. Additional processing may be required on this

response vector by other service modules, or a user response may be needed
before any results can be transmitted to him. The RFS is returned %o the
RFS ‘Processor and the response vector to Temporary Store. The RFS Processor

decides on what type of output message to enter into the Output Message Queue.
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It must also decide on the disposition of the RFS.{ Finally, the response
vector can be retained in Temporary Store or destrioyed when output is completed.
It should probably be retained so that the system's Fvaluation service modules

can use it as data for accounting and statisticsl purpeses.

Establisiment of Peasible Operating Regions

The performance of the system, when measured by the time to provide a
gervice, ig directly affected by the informmtion {iow through the functional
components within the system. Delays can occur due to such factors as:

1. the size and type of storage media used for the queues
and other storage aress in the systen,

2. the apeed and power of the hardware/software components
selected to perform the processing regulrementg of the
modules,

3. +the ability of the I/0 handlere, the communication and
the terminal devices 4o cope with the input foutput demsnds
of the system enviromment,

k. the amount of contention by the functional components
for the shared facilities.

\
Delays du® to any of the above cause congestion to occur within the information
network of the endosysten..

In order to detemmine the. time performance of the gystem, the total
information network must be anslysed. The effect of each functional component
on the information flow needs to be determined. The bHehavior of these components
is a function of the hardware/software componente selected and the amount and
type o system activity. The goal of analysie is to select hardware/software
cozponents go ai to balance the flow and thereby increaae' throughput or reduce

aystem cost.
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It waé mentioned previously that the user plays an important role in
the performance of the system, particulafly in the types of services he
demands for his continued usé Sf the system and the frequency at which he
requests these services. Additionally, he must also be satisfied with the

performance of the system with respect to his requests. User satisfaction

causes constraints to be placed on the acceptable design levels. Other than

satisfaction with the provided servicés, his écceptance of the system is
influence& by the time he is willing to\Wait for results and the cost for the
services. These two factors are examine&\further below.

Let a measure of' frequency of syst;p use be the information flow in
either direction across the interface betweén the endosystem and the ectosystem
(cross section AA' in Figure 6) over a fixed é‘»\ime period, say AT. The AT
may correspond to a month's activity, a week'é activity, or possibly to a
financial accounting period. Assume that the latter is the case. The

distribution function of this activity as a function of time and service over

¢
i

Aﬂ?_is also required for each terminal, or at least each terminal type.
Other parameters required of the input specifications are the. message lengths and
the method of ihputting the information, e.g. whether the user types the
messagé himself at a terminal or transmits a prepunched card(s).

Associated with each service requested is the system response.
This response is in two cQtégories:b messages requiring additional.inputs from
the user, and the results of services performed. Response activity needs
specifying also. These specificatioﬁs inélﬁde the number of messages required
before servi;e request can be performed or the request terminated. They also

include the volume of results to be created for the service request, the size

of the message, say in terms of number of lines of output, the numper of
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characters per line, and the routing of the output. Probability functions
can be used %o supply the necessary information. The above information in
‘conJunction with the input specifications defines the %otal output activity
over AT. V
Hgvinglspecified béth the input and output, the informetion flow
across the A-A' interface is known for AT . Algo required for & system
time performance evaluation are the followlng:

1. the time for each functional component to perform
ite assigned task(s),

2. the assignment of the fﬁnctional components to the
hardware /software units selected to comprise a
particular implementation,

3. the specificatiion of queue and other storage area
sizes.

Let tg be the system response time for service s. It will be
defined as the elapsed time from initlation of a request by & user until
the last of the results ffom the requested service is returned by the
system, 1i.e., the last of the regults croéses the endosystem-ectosysiem
interface. A probability function can be used to express t; over the
'accounting period AT. The values asgsumed for this probability function
depend on the hardware/software components selected, the input activity
of the ectosystem; and the output éctivit& of - the endosystem. A probebility
funcﬁion, expressing the total syséem response fime, t, is defined as the
weighted'average ofvthe functions for each individual service. From this
latter function, the expected response time, E[t], for all services over

AT 1is attainable.

X
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In Figure 11, the anticipated béhavior of E[t] ig shown as the mesn input
volume demand V (aseuming the same distributions for the volume demands) increases.
The curve would apply only to a single hardiare/software component selection.
Different components would result in different curves. Algo, the curve is
dependent on the distribution of the I/0 activity over AT and not just the mean
volume over AT. This timz-performﬁnce curve is the basis for the eatablishing
of' the feasible operating regions.

It is asmumed that for low values of V the expected response time Eft]
will remain constant. As long eas there ig sufficlent excese system capacity to
keep all queues and temporary stores &t their minimm levels, the contributions
to each tB will be the time requirements of the'processing modules, including
the retrieval module. As the queue sizes increese and more modules contend for
shared facilities, the response times should increase. Finally, if one szsumes
an arbitmarily long queue of ugers wiiﬁing at each terminal, then response
timél could become arbitrarily long as volume incremsses. For practical situs-
tions, there would be an upper limit to the actual activity the endosystem would
handle in the time interval.ém.'

Associated with a particular time-performence curve (i.e., a particular
system) are the costs to provide the services. For & given value of V, the
associated cost, cs( ¥), includes both the overhead costs and the direct coste.
Figure 12 represents the relationehip between cost, CS(V),snean volume over AT,
v and the exﬁected regponae time, E[t]. The CQ(V) associated with a particular
'tind—perfo;mnnco curve is not a surface in the cost dimenaion, but a thread.

Figure 13 depicte the cost thread on the cylindrical surface genersted by
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the time-response curve. The cost thread is given as the unit cost for
volume V. A particular poini on the unit cost curve represents the
expected cost per unit of user request sctivity when V 1ia the expected
input demand over AT and for a specific configuration of system components
[htrdnare/sorﬁwnre/bersonnel]. Jumpe in thiz thread occur, for example,
ag second or third shift operations become necessary.

When theé role of the funder was discuassed, one aspect of his role
was that of bearing the copt for the system. He muast decide how to allocate
this cost to the system users. His cost allocation or pricing policy will
take into account the expected activity of the syatem and the time reguired
to provide the requested services. This pricing policy must consider “he
user's willingness to pay for a sqrvice when these szrvices are provided
at & performance level 2. The user views the syntem as & black box and is
not concerned with the hardware/software/personnel components reflected in
the operating costs of the system. Furthiermore, he ig not concerned with
activity other than his own. Therefore, pricing policy is independent of
the configuration and is a surface in the cost limenasion instead of a threed
a8 was the case with the cost curve. In Figure 12, the pricing policy surface
is shown as the-price per request, and is the weighted mean of the pricing
for all services to be provided,

,Fisurellh shows the pricing policy surfece as it intersects the
cylindrical surface generated by a time-perfonﬁance curve, Also shown in
‘FMgure 14 15 the aaaoéinted unit eost curve, CSCV). Feasible operating
conditions, from the time-volume standpoint, exist when the unit price (income)
excegds the unit\qost, that is, where cs(f) < P(V,t). Once the volumes,

V, are determined where faworable operstions are possible, the funder
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(ma@agement) must decide whether or noﬁ these volumes are ettainable in
the actual operations. If these volume rarges are not expected, then
profitable operation is not possible with the seleéted component configuration.
It is also worth noting that if the expected input activity, V, causes’
the response tiﬁe for requésted services to exceed & desi;ed level, then the
configuration is qnsatisfactory to the requestor. This again creates an
unacceptable component configuration.

| Other useful information'is available frem time-performance
evaluations, foxr example,.the,cost of futﬁre growth in the mean activity,
v, wﬁile maeintaining the smme expected system response time, E[t].
Required are the time-performance curves for a family of system configurations.
A pseudo unit cost thread results for a coﬁstant Eft] in the cost
dimension. Plottingrfﬂis unit cos® thread and the unit price cut, curves
gimilar to those in Figure 1k occcur. Operations are economically feasible
with no degrading,pf the expected system response time for those values
of V such that (V) < P(V, E[t]).

If volume, V, is held constent, the resulting unit cost thread
shows the unit cost variation for a correspondihg change in response~time
requirements for system services. Agein, 1if the unit cost thread values
are compared with the'corresponding unlt price curve; then response times
foi economically feasible operations are obtained.

To.summarize, the generation of system performance time measures
fram functional component analysis provides a method of determining system

characteristics, economic feasibility of implementation, implications

“of future growth in system use, and the effects of alternative designs.

14
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Populations when Birth Rates are Dependent on Total Population
Size", S. H. Menn, July 1969.

"A Mathematical Theory for the Control of Pest Populations",
S. H. Mann, August 1969.

"To Formulate a Prediction Equation for the Life of Ceramic Tool
Materials", Y. I. ElGomayel, October 1969.

Y. I. ElGomayel (to be completed).
"A Heuristic Schedule Generator for Parallel Processors which
Process Jobs with Precedence Constraints", . L. Moodie and

J. M. Walter, November 1969.

A Reject Allowance Problem in a Recurrent Production Facility",
B. P. Layton and S. H. Mann, December 1969.
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70-2

70-3

70~4

- 70-5

'70-6

70-7

70-8

70-9

70-10

70-11

70-12

70-13

70-14

70-15

"The Bandwidth of Cubic Graphs', R. R. Korfhage and N. E. Gibbs,
March 197G. '

“A Branch and Bound Algorithm for Minimizing Cost in Project
Scheduling®, A. T. Mason and C. L. Moodie, May 1970.:

"Differences of Perception in the Professional=-Qrganizational
Interaction', D. H. Kraft, May 1970.

"Optimal Inventory Policies in Contagious Demand Models",
A. Ravindran, June 1970.

"Computer Design of School Bus Routes', T. G. Godfrey,
June 1970,

"On the Determination of Optimal Storage Block Configurations',
S. D. Roberts and R. Reed, Jr., June 1970.

"A Paradigm of Commitment: Toward Professional Identity for
Librarians', L. C. DeWeese I1I, June 1970.

"An Application of LaGrange Optimization of Response Surfaces
in Pharmaceutical Product and Process Design', J. R. Buck,
June 1970.

“A Comparison of the Primal-Simplex and Complementary Pivot
Methods for Linear Programming', A. Ravindran, July 1970. .

""Management of Seasonal Style-Goods Inventories", A. Ravindran,
July 1970.

"Laplace Transforms in the Economic Analysis of Deterministic
Decisions', J. R. Buck, July 1970.

"Eleﬁentary Difference Models in Economic Analysis®,
James R. Buck, September 1970.

"The Effects of Junction-Cost Allocation and Physical-Economic
Environments on Production Policies which Maximize Profits",
James R. Buck and Jorge A. Incer, September 1570.

"On Compact Book Storage in Libraries', Arunachalam Ravindran,
December, 1970.

“An Annotated ‘Bibliography on Transportation and Communicatlon
NetWorks" K. Ram Mohan Rao, November 1970.
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71-4
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71-6

71-7

71-8

71-9

71-10

71.11

Ian M/M/c Queue for the Distancé Priority Machine Interference
Problem', Gary H. Reynclds, January 1971

"Network Flow Optimization with the Qut-of-Kilter Algorithm:
Part I - Theory', Don T. Phillips and Paul A. Jensen, Fegruary
1971.

"Network Flow Optimization with the Qut-of-Rilter Algorithm:
Part II - Applications", Don T. Phillips and Paul A Jensen,
February 1971 .

“"An Engineering Lconomic Analysis of Bulk Storage in Tomato
Processing', James R. Buck, G. H. Sullivan, P. E. Nelson,
Y. E. ElGomayel, and J. C. Pereira, April 1971.

"Formulation of the Dynamic Deterministic Inventory Model as
a Branch and Bound Programming Problem', Richard H. Dean,
April 1971.

"A Three Variable Analysis of Cost Growth', Richard S. Sapp,
April 1971.

"Social Indicators and Second-Order Consequences: lieasuring the
Impact-gf Innovative Health and Medical Care Delivery Systems',
James G. Anderson, May 1971. .

'"New GERT Concepts and a GERT Network Simulation Program’,
A. Alan B. Pritsker, May 1971. '

"On Programming with Absolute-Value Functions®, Thomas W Hill, Jr.

and Arunachalam Ravindran, May 1971.

‘iStatistical Correlation of Tool Wear Parameters', Y. I. ElGomayel
and A. A. Zakaria, June 1971

"The Application of the Statistical #ultiple Linear Regression

Analysis to Formulate a Prediction Equation for the Life of a
Cutting Tool", Y. E. ElGomayel, June 1971.
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